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Abstract Keywords 
Automatic welding technology has been widely ap-
plied in many industrial fields. It is a complex process 
with many nonlinear parameters and noise factors 
affecting weld quality. Therefore, it is necessary  
to inspect and evaluate the quality of the weld seam 
during welding process. However, in practice there 
are many types of welding seam defects, causes and 
the method of corrections are also different. There-
fore, welding seam defects need to be classified  
to determine the optimal solution for the control 
process with the best quality. Previously, the welder 
used his experience to classify visually, or some stud-
ies proposed visual classification with image pro-
cessing algorithms and machine learning. However,  
it requires a lot of time and accuracy is not high.  
The paper proposes a convolutional neural network 
structure to classify images of welding seam defects 
from automatic welding machines on pipes. Based on 
comparison with the classification results of some 
deep machine learning networks such as VGG16, 
Alexnet, Resnet-50, it shows that the classification 
accuracy is 99.46 %. Experimental results show that 
the structure of convolutional neural network is pro-
posed to classify images of weld seam defects have 
availability and applicability 
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Introduction. Nowaday, with the strong development of science and techno-
logy, automatic welding technology is increasingly widely used in many fields 
such as nuclear, aerospace, chemical, machine design, energy generation, ship-
building, petrochemical engineering, and other industries [1]. Welding is a 
complex nonlinear process, which is often affected by welding parameters and 
environmental uncertainty. Therefore, it is easy to form weld seam defects 
such as overlap, pore, spatter, slag inclusion, and incomplete fusion. These de-
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fects, if not detected during welding, will endanger the durability and reliabil-
ity of the parts and structure. Therefore, their detection, identification, inspec-
tion and classification are very important. There are two methods of weld 
seam quality inspection and evaluation as Non Destructive Testing (NDT) and 
Destructive Testing (DT). The objective is to determine the strength of the 
weld seam by several types of load tests [2]. NDT is a method of inspecting the 
surface of weld seam to detect defects without harming people and materials, 
while DTis the inspection by breaking weld seam. Frequently used non-
destructive inspecting methods include ultrasonic testing [3], ray detection [4] 
and eddy current testing [5]. However, they all have disadvantages such as: ul-
trasound testing is limited by changes in direction, location, shape of defects, 
ray detection is easy to affect the human body, eddy current testing can only 
applicable to materials that generate eddy currents. 

In recent decades, computer vision has become an important part of artifi-
cial intelligence, which is widely used in the detection, identification and clas-
sification of weld defects [6]. This process includes the following main stages: 
image acquisition, image preprocessing, feature extraction and classification. 
Feature extraction is one of the most important tasks. Many studies were pub-
lished in the problem of feature extraction and welding seam defect classifica-
tion. Yan, et al. [7] has located and segmented welded seam defects by multiple 
thresholds method and used Support Vector Machine (SVM) to classify defect 
and non-defect features. Valavanis, et al. [8] extracted geometric features and 
texture measurements using image processing algorithms such as Local 
thresholding with Sauvola, morphological filtering to remove single dot, 
graph-based segmentation algorithms to include in classifiers such as Support 
Vector Machine, Neural Network, k-NN. Boaretto, et al. [9] extracted defects 
by the exposure technique of Double Wall Double Image (DWDI) and used 
Multi-Layer Perception (MLP) to classify continuous the type of defect and 
non-defect. Zapata, et al. [10] extracted 12 geometric features and directions 
by image processing techniques, including noise reduction, contrast enhance-
ment, thresholding, and labeling and welding seam defect identification; then 
proposed a competition between an Artificial neural Network (ANN) and an 
Adaptive-Network-based Fuzzy Inference System (ANFIS) for weld defect 
classification. Jiang, et al. [11] proposed a method based on texture features 
and Principal Component Analysis (PCA) to extract features and use mul-
ticlass Support Vector Machine (SVM) to classify weld defects. 

However, the above features extraction and classification methods only uti-
lize texture or geometric features of the weld defects images, they ignored many 
high-level features to distinguish images. 
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Deep Learning, as a branch of Machine Learning, employs algorithms  
to process data and imitate the thinking process. The history of Deep Learning 
can be traced back to 1943, when Walter Pitts and Warren McCulloch created  
a computer model based on the neural networks of the human brain. Since then, 
a lot of research on various neural network models has been launched. However, 
due to the disappearance of gradient in the training methods, it is difficult o cre-
ate a strong model. The problem was solved with the appearance of deep learn-
ing methods by Krizhevsky, et al. [12] built a convolution neural network called 
Alexnet to classify 1.2 million high-resolution images in the ImageNet LSVRC-
2010 contest, boosting the development prospects of deep learning. Later, many 
researchers announced popular models such as VGGNet, ZFNet, GoogLeNet, 
Resnet, VGG16, VGG19 and inceptionv3 used to classify large-scale images. The 
advantage of these methods over traditional methods is no need to perform im-
age preprocessing to extract features. They are capable of learning high-level fea-
tures from sampling by supervised learning [13]. 

Recently, several researchers have used deep learning methods to detect 
and classify welding defects. Sizyakin, et al. [14] proposed a combination of 
convolutional neural networks and support vector machine to detect four 
types of welding defects including non-welded, foreign inclusions, cracks, 
pores. Zhu, et al. [15] built a convolutional neural networks structure to ex-
tract high-level features after performing some image preprocessing algo-
rithms, using random forest algorithms to predict the results of welding defect 
classification. Hou, et al. [16] used convolutional neural network structure 
with softmax classification combined with a validation threshold to detect 
weld defects based on X-RAY image data set from [17]. Hou, et al. [18] used 
SSAE (Stacked Sparse Auto-Encoders) and Deep Convolutional Neural Net-
work (DCNN) models to extract high-level features from the X-RAY dataset of 
the weld defect, then used a softmax classification types to classify them. Yang, 
et al. [19] proposed an improved convolutional neural network structure in the 
activation function of convolution layer “LReLU + Softplus” to classify X-RAY 
images of welding defects, better results than traditional classification meth-
ods. Liu, et al. [20] proposed an improved VGG16 structure based on fully 
convolutional structure, the model can use input data sets with 2 different sizes 
of 256 × 256 and 128 × 128 simultaneously when performing the accuracy test 
of the model. Golodov, et al. [21] combined FgSegNet convolutional neural 
network structure and traditional CNN network to perform welding defect 
segmentation and detection from X-RAY images dataset. Khumaidi, et al. [22] 
used the Gaussian Kernel in each convolution layer to increase the ability  
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to blur images and eliminate noise, helping the features extraction process  
to not lose information, increasing classification accuracy. 

This paper structure is as follows: types of welding defects in the first part, 
proposed convolution neural network architecture are discussed in the seconds 
Part, experiments and results are discussed in the third part, conclusions are 
summarized in the last part. 

Types of welding defects. During welding, weld defects are often caused  
by many different reasons such as: inappropriate welding technique, welding 
parameters errors, protective gas conditions, dirty welding materials, welding 
angles errors, etc. There are many types of weld seam surface defects. However, 
there are basically six main types of defects: crack, porosity, undercut, incom-
plete fusion, slag inclusions, spatter described in Fig. 1. 

Fig. 1. Basic types of welding defects 

Crack. The most serious type of welding defect is a weld crack and it’s not 
accepted almost by all standards in the industry. It can appear on the surface,  
in the weld metal or the area affected by the intense heat. There are different 
types of cracks, depending on the temperature at which they occur. 

Hot cracks can occur during the welding process or during the crystalli-
zation process of the weld joint. The temperature at this point can rise over  
10 000 C. 

Cold cracks appear after the weld has been completed and the temperature 
of the metal has gone down. They can form hours or even days after welding.  
It mostly happens when welding steel. The cause of this defect is usually deform-
ities in the structure of steel. 

Crater cracks occur at the end of the welding process before the operator 
finishes a pass on the weld joint. They usually form near the end of the weld. 
When the weld pool cools and solidifies, it needs to have enough volume  
to overcome shrinkage of the weld metal. Otherwise, it will form a crater crack. 

Causes of this defect include: use of hydrogen when welding ferrous met-
als, residual stress caused by the solidification shrinkage, base metal contami-
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nation, high welding speed but low current, no preheat before starting weld-
ing, poor joint design, a high content of sulfur and carbon in the metal. 

Porosity. Porosity occurs as a result of weld metal contamination. The 
trapped gases create a bubble-filled weld that becomes weak and can with time 
collapse. The cause by: inadequate electrode deoxidant, using a longer arc,  
the presence of moisture, improper gas shield, incorrect surface treatment,  
use of too high gas flow. 

Undercut. This welding imperfection is the groove formation at the weld 
toe, reducing the cross-sectional thickness of the base metal. The result is the 
weakened weld and workpiece. The cause by: too high weld current, too fast 
weld speed, the use of an incorrect angle, which will direct more heat to free 
edges, the electrode is too large, incorrect usage of gas shielding, incorrect filler 
metal and poor weld technique. 

Incomplete fusion. This type of welding defect occurs when there’s a lack  
of proper fusion between the base metal and the weld metal. It can also appear 
between adjoining weld beads. This creates a gap in the joint that is not filled 
with molten metal. It is caused by the following reasons: low heat input, sur-
face contamination, electrode angle is incorrect, the electrode diameter is in-
correct for the material thickness you’re welding, travel speed is too fast and 
the weld pool is too large and it runs ahead of the arc. 

Slag inclusions. This type of welding defect appears on the surface of the 
weld seam in the form of large welding slag distribution, has low cohesion and 
especially poor aesthetics. It is caused by such reasons as: large welding cur-
rent, high welding speed, high welding electrode supply speed. 

Spatter. Spatter occurs when small particles from the weld attach them-
selves to the surrounding surface. It’s an especially common occurrence in gas 
metal arc welding. No matter how hard you try, it can’t be completely elimi-
nated. However, there are a few ways you can keep it to a minimum. It is 
caused by the following reasons: the running amperage is too high, voltage set-
ting is too low, the work angle of the electrode is too steep, the surface is con-
taminated, the arc is too long, incorrect polarity and erratic wire feeding. 

CNN architecture. The convolution neural network architecture used to 
detect and classify three defects and one no-defect is depicted in Fig. 2. It has 
29 layers, including: input image layer (120 × 80 × 1), six convolution layers  
(C1–C6), five layers of Average-Pooling (S1–S5), between the convolution and 
Averge-Pooling layers there are the batchNormalization and Rectified Linear 
Unit (ReLU) layers, dropoutLayer layer, two layers FullyConnected FC1–FC2, 
softmax layer and Classification layer. 
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Convolution layer. A convolution layer is a fundamental component  
of the CNN architecture that performs feature extraction. Convolution is a 
specialized type of linear operation used for feature extraction, where a small 
array of numbers, called a kernel, is applied across the input, which is an array 
of numbers, called a tensor. An element-wise product between each element  
of the kernel and the input tensor is calculated at each location of the tensor  
and summed to obtain the output value in the corresponding position of the 
output tensor, called a feature map.  

At the initial stage of the training process, the kernels matrix is set by ran-
dom values. Then extract the features map of the input image by convolution  
of the image matrix with the kernels matrix. The convolution operation in the 
paper is determined by the following expression: 

 1
, , , ,ll l

w h w m h n w h
w h

X f BN X K b  (1) 

where ,
l
w hX  is the feature map of layer l; ,

l
w hK  is the convolution kernel;  

BN is the Batch normalization function to normalize the data of feature map,  
f is the activation function of the hidden layer; 1

,
l
w m h nX  is feature map of the 

previous layer and b is bias.  
Before using the activation function, the data of feature map is normalized 

to speed up training of convolutional neural networks and reduce the sensitivity 
to network initialization. A batch normalization normalizes its inputs xi by first 
calculating the mean B  and variance 2

B  over a mini-batch and over each in-
put channel. It calculates the normalized activations as 

 
2

ˆ .B

B

i
i

x
x   (2) 

Here  improves numerical stability when the mini-batch variance is very small. 
To allow for the possibility that inputs with zero mean and unit variance are not 
optimal for the layer that follows the batch normalization layer, the batch nor-
malization layer further shifts and scales the activations as 

 ˆ .i iy x  (3) 

With the offset   and scale factor   are learnable parameters that are updat-
ed during network training. 

A rectified linear unit (ReLU) is used as the activation function in hidden 
layers:  
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 max( ) ( , ),0xf x  (4) 

where x is the output value of the batch normalization layer. 
Average Pooling Layer. A pooling layer provides a typical downsampling 

operation which reduces the in-plane dimensionality of the feature maps  
in order to introduce a translation invariance to small shifts and distortions, and 
decrease the number of subsequent learnable parameters. Max Pooling, Global 
average pooling or Average Pooling can be used depending on network  
structure and parameters. Average Pooling is used in this reseach to performs 
down-sampling by dividing the input into rectangular pooling regions  
and computing the average values of each region. The average pooling operation  
is calculated as 

 ave
1

1( ) ,
V

if x x
V

 (5) 

where the vector x contains activation values from a local pooling region  
of V pixels (pooling region dimensions are 2 × 2) in an image or a channel. 

Dropout layer (0.2). The layer randomly sets input elements to zero given 
by the dropout mask rand(size (x)) less than 0.2, where x is the layer input  
and then scales the remaining elements by 1.25. This operation effectively 
changes the underlying network architecture between iterations and helps pre-
vent the network from overfitting. 

Fully Connected Layer. The output feature maps of the final convolution 
and dropout layer is typically flattened, transformed into a one-dimensional 
(1D) array of numbers, and connected to two fully connected layers FC1  
and FC2, in which every input is connected to every output by a learnable 
weight. Once the features extracted by the convolution layers and downsampled 
by the pooling layers are created, they are mapped by a subset of fully connected 
layers to the probabilities for each weld defect and non-defect in classification 
tasks. The final fully connected layer (FC2) has four output nodes as the number 
of weld defect and non-defect. Each fully connected layer is followed  
by a nonlinear function, such as Softmax function, as described in architecture. 

Softmax layer. Softmax layer applies a softmax function to the input.  
The softmax function also known as normalized exponential function is the 
output unit activation function of final fully connected layer, described as: 

 

1

exp( )

exp(

( )( ) ,
( ))

r
k

j

r

j

xy x a

a x
 (6) 
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where 0 1ry  and 
1

1
k

j
j

y ; ( )ra x  is the conditional probability of the 

sample given class r, vector x; j = 1 : k is the number of classification classes.  
Classification layer. Classification layer computes the cross entropy loss for 

four class classification with mutually exclusive classes. The input of this layer  
is the output of the softmax layer. Training process in classification layer will 
takes the values from the softmax function and assigns each input to one of 
the K mutually exclusive classes using the cross entropy function described as: 

      loss ( ( ) ( ), )rx xy y  

 
1

1 ( ) log ( ( )) (1– ) 1–( ) log( ( )) ,
N

x
r ry y y xx x x

N
y  (7) 

where N  is the number of samples; ( )ry x  is the label predicted by our classifier 
(output of softmax layer); ( )y x  — ground truth label. 

Training Optimization Algorithm. Stochastic gradient descent with mo-
mentum (SGDM) is used to optimize and updated training parameters. They 
are updated according to the following formula:  

 1 1( ) ( ),l l l l lE   (8) 

where 1,l  l, l–1 are parameters of next, current and previous iteration step;  
 is learning rate;  is momentum term, determines the contribution of the pre-

vious gradient step to the current iteration,  = 0.8. 
Experiments and results. An image data set of three weld defects and one 

non-defect was collected at the “Welding and Control” Center, Bauman Mos-
cow State Technical University, Moscow, Russian Federation. After performing 
a number of image processing operations such as resizing and defect segmenta-
tion, obtained a data set of 6000 images for each type in Fig. 3. Each image  
is sized to 120 × 80 in RGB format. Each type is selected and labeled based  
on the experience of the welder, observing the structure, the shape of the weld 
seam surface. The data set is divided into three parts: 60 % training data, 20 % 
validation data and 20 % test data. Training results are described in Fig. 4. 

The training takes place in 30 epochs, 7410 iterations, initial learning rate  
of 0.001, running in single CPU mode for a period of 131 minutes. The training 
process has an accuracy of 99.62 %. The accuracy and error of the training pro-
cess are demonstrated in Fig. 5.  

After training the model, the test data set is used to check the classification 
accuracy and error of the proposed model. It is a set of 4800 images of four types 
of welding defect and non-defect taken at random 20 % of the original data set. 
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Fig. 3. Image of four types of welding defect and non-defect used  
to train classification model 

Fig. 4. Training results of welding defect classification model 
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Fig. 5. Accuracy of training process (a), loss of training process (b) 

The results obtained 99.55 % classification accuracy and 0.45 % classification 
error. Classification error is the number of classified images incorrectly in the 
total number of classified images (~ 22 image / 4800 image). 

Using the same test data set of welding surface defects with classification 
models such as Resnet-50 in combination with SVM classifier; Alexnet; 
Resnet-50 incorporates the Random Forest classifier, we have the results 
according to Table. 

Comparison of the classification accuracy of models 

Classification Model Accuracy, % 

Resnet-50 + SVM 99.07 
Resnet-50 + Random Forest 97.76 
Alexnet 99.42 
VGG16 99.48 
Proposed model in this paper 99.55 

Comparing the classification results with the popular convolution neural 
network models, we find that the proposed classification model in this paper has 
higher accuracy. The proposed model has a simpler structure, lower computa-
tional complexity, and faster training time than compared models. Therefore  
it can be applied to solve the problem of classifying weld surface defects in real 
time. 

Conclusion. In this paper, we present the main types of defects on weld 
seam. The weld defects image data set was collected and normalized by some 
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traditional image processing methods. A type of convolutional neural network 
structure to extract high-level features and classify weld seam defect images is 
also proposed. Based on previous studies, the parameters of the training process 
are adjusted to suit the training process of CNN network such as learning speed, 
parameters of convolution layers, average pooling layers, functions to activate 
hidden layers, the classification layer and the SGDM algorithm optimize the 
weight vectors of the layers. Comparing training results and classification of 
popular models today, we see better classification accuracy of the proposed 
model and faster training time. 

Translated by author 
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