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Abstract Keywords 
Solving the problem of a classification model construc-
tion is presented in the form of a sequence of considered 
attributes and values thereof included in the Mk route 
from the root to the dangling vertex. Decision tree devel-
oped interpretation is presented as a pair of chromo-
somes (Sk, Wk). The Sk chromosome list of genes corre-
sponds to the list of all attributes included in the Mk route 
in the decision tree. The Wk chromosome gene values 
correspond to the attribute values included in the Mk 
route. Unification of data structures, search space and 
modernization of integrable algorithms was carried out 
for hybridization. Hybrid algorithm operators are using 
the integer parameters and synthesize new integer pa-
rameter values. Method was developed to account for 
simultaneous attraction of the i particle to three xi (t), 
 x*

i (t), x*(t) attractors dislocating from the xi (t) position 
to the xi (t + 1) position. Modified hybrid metaheuristic  
of the search algorithm is proposed for constructing  
a classification model using recombination of swarm and 
genetic search algorithms. The first approach uses genetic 
algorithm initially and then the particle swarm algorithm. 
The second approach uses the high-level nesting hybridi-
zation method based on combination of genetic algo-
rithm and particle swarm algorithm. The proposed  
approach to constructing a modified paradigm uses 
chromosomes with integer parameter values in the indi-
cated hybrid algorithm and operators, which assist chro-
mosomes to evolve according to the rules of particle 
swarm and genetic search 
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Introduction. The most common methods for solving classification problems 
are using the D = (X, U} decision tree as a qualification model, where  
X = {xi | i = 1, 2, …, n} is the set of vertices and U = {ui | i = 1, 2, …, m} [1–3].  
The X set includes the X1 set of internal vertices and the X2 set of end vertices. 
Inner vertices of the decision tree correspond to features characterizing the  
object. End vertices correspond to the values of categorical variables (specific 
class, grade, etc.) [4, 5]. All edges are oriented. In order to classify a new object,  
it is necessary in the decision tree to build an oriented route from the root to one 
of the end vertices. The order of vertices in the oriented route determines the 
order of features consideration. Thus, the edge emerging from the xi vertex cor-
responds to the xi feature value [4]. 

The purpose of building a decision tree is to determine the value of categori-
cal dependent variable (class). If the target variable takes discrete values, then 
classification problem is being solved. 

Binary decision trees are the most common and simplest case [3, 4]. The de-
cision tree efficiency significantly depends on correct selection of the branching 
criterion. 

Most of the known algorithms (CART, C4.5, NewId, ITrule, CHAID, CN2, 
etc.) [1–4] are the “greedy” algorithms of sequential type. With this approach, 
the decision tree is built from top to bottom. At each step of the greedy algo-
rithm, partition of a set of objects is performed according to a feature ensuring 
maximum difference and distinction between subsets. Sequential algorithms are 
characterized by lesser labor intensity, but provide the lowest quality. 

An effective way to improve the quality of solutions is using the stochastic 
population algorithms [5], which, as a rule, are iterative and operate in the com-
plete solution area. Swarm and genetic algorithms are widely employed. Studies 
of the population algorithms efficiency demonstrated that their hybridization  
is a powerful means in increasing the new algorithm efficiency [6, 7]. Recombi-
nation of the population algorithms metaheuristics provides uniform and rea-
sonable scanning of the search space and high efficiency of the integrated algo-
rithms [8]. 

Solution to the problem of constructing a classification model in this work  
is the sequence of considered attributes and values thereof included in the route 
from the root vertex to the dangling vertex. Search algorithm modified hybrid 
metaheuristics is proposed by recombination of swarm and genetic search algo-
rithms. 

The first approach uses initially genetic algorithm and then the particle 
swarm algorithm. 
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The second approach uses the high-level nesting hybridization method 
based on combining genetic and particle swarm algorithms [9–11]. Hybridiza-
tion usually implies unification of data structures, search space and moderniza-
tion of integrated algorithms in connection with unification. 

This concerns primarily types of the parameter values. Most algorithms  
in solving the combinatorial logical problems are using the integer parameter 
values [12, 13]. These algorithm operators introducing parameters with the inte-
ger values synthesize new integer parameter values. Classical paradigm of a par-
ticle swarm operates with real parameter values, while the particle swarm opera-
tors generate solutions with real values even on the basis of integer parameter 
values. In the proposed approach to constructing a modified paradigm in the 
indicated hybrid algorithm, chromosomes with integer parameter values  
and operators are used assisting chromosomes to evolve according to the rules  
of particle swarm and genetic search. 

Search for the particle swarm algorithm solutions. Swarm algorithm  
is based on the process of step-by-step particles displacement to new positions in 
the search space [14, 15] determined as: 

xi (t + 1) = xi (t) + vi (t + 1), 

where vi (t + 1) is the vector (interval) of a particle displacement from the xi (t) 
position to the xi (t + 1) position. The vi (t + 1) vector shows the particle attrac-
tion to three attractors: xi (t) is the i particle current position; *( )ix t  is the i  
particle best position visited since the first iteration start; *( )x t  is the i particle 
position in the particle swarm at the t time moment. 

Approaches to particle swarm modification and hybridization considered 
below do not depend on the type of neighborhood topology. 

The vi (t + 1) vector is considered as a means of changing the decision  
and could take real values. 

Target variable in the classification problem takes discrete values. Therefore, 
the work uses a solution search space with integer coordinate values. Particle 
descriptions and particle positions are presented in the form of a chromosome 
with integer values of genes, which in the genetic algorithm is the code of solu-
tion. Therefore, distance between positions corresponds to the degree of prox-
imity between decisions. In this case, the search space could be considered as the 
affine search space. 

In our case, chromosome that encodes such position is used as a position. 
The xi (t),  * *,( ) ( )ix xt t  positions correspond to the Нi (t) = {gil (t) | l =  
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= 1, 2, …, nl}, *( )iН t  = *{ ( )ilg t  | l = 1, 2, …, nl}, *( )Н t = *{ ( )lg t || l = 1, 2, …, nl} 
chromosomes. 

Value of the pair of positions connection affinity with each other is deter-
mined by the distance between them. The smaller the distance between two po-
sitions, the more they are similar (close) to each other, and the greater is the af-
finity of connection between them. 

At each step, the i particle passes in the affine space to a new Hi position, 
where the weight of the Hi position affine connection with the best position  
in the particle swarm is increasing. The distance between positions continuously 
decreases (the weight of affine connections between particles increases) in the 
process of particle swarm displacement. 

Particle and position, where it is displaced, correspond to the same chromo-
some; therefore, two decoders D1 and D2 are used to obtain the particle and po-
sition phenotypes. As a result of applying the D1 decoder to the Нi(t) chromo-
some, decision interpretation is being formed. When using the D2 decoder, a set 
of position coordinates is formed. 

For each particle located in the xi (t) position at the t iteration, the *( )ix t  
and x* (t) positions are determined, which are declared to be its attractors  
(centers of attraction). 

Simultaneous attraction of the i particle to the three xi (t), *( ),ix t  x*(t) at-
tractors, when passing from the xi (t) position to the xi (t + 1) position, is ac-
counted as follows. Let us introduce the following notations: δ1 is the weight  
of affine connection between xi (t) and *( );ix t  2 is the weight of affine connec-
tion between xi (t) and x* (t); δ3 is the weight of affine connection between  
xi (t + 1) and xi (t); δ4 is the weight of affine connection between xi (t + 1) and  

*( );ix t  5 is the weight of affine connection between xi (t + 1) и x* (t). Displace-
ment of the i particle from the xi (t) position to the xi (t + 1) position is carried 
out using the directed mutation operator subjected to the condition: 1 + 2 ≤  
≤ 3 + 4 + 5. In other words, total connection affinity of the i particle with the 
three xi (t), *( ),ix t  x* (t) attractors is not decreasing after displacement to a new 
position. 

The i particle displacement means transition from the Нi (t) chromosome 
to the Нi (t + 1) chromosome.  

Purpose of the i particle displacement is to maximize the total weight of af-
fine connections between the Нi (t) position and the attractors. 
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Statement of problem in constructing a binary decision tree by methods  
of hybrid swarm intelligence. There is a set of objects O = {Oi | i = 1, 2, …, no}, 
each is characterized by ni features A = {Ai | i = 1, 2, …, ni}. A certain learning set 
of examples P = {Pi | i = 1, 2, …, np} is provided for objects with description  
of feature values and indication of the object class. Each Ai feature has two dis-
tinct values 1,iZ  2.iZ  

It is necessary to elaborate an algorithm for constructing a binary classifica-
tion model in the form of a decision tree, which would make it possible to classi-
fy new data coming from the outside. The goal of constructing a decision tree  
is to determine the categorical dependent variable values. 

As an assessment of the classification quality, the Fo = (no – * )on / no value  
is chosen, where no is the total number of objects, and *on is the number of cor-
rectly classified objects. 

At the model construction stage, an ordered sequence of attributes  
is formed that are part of the route on the decision tree from the root vertex to 
the dangling vertex. Route construction ends, if the Fo minimum value (zero 
value) is reached or the C search depth (number of attributes in the sequence) 
reaches the Cmax limiting value. In this case, the dangling vertex is declared as a 
leaf. The C parameter is the route estimate in the first case. In the second case, 
the F parameter is the route estimate: 

F = Fo + C, 

where ,  are the proportionality coefficients. 
Optimization goal is to minimize the F criterion. 
Principles of binary decision tree coding. In this work, solution to the 

problem of constructing a qualification model lies in building a sequence of con-
sidered attributes and values thereof that are part of the Mk oriented route from 
the root vertex to the leaf. In general, the Mk route on a decision tree includes ni 
vertices and ni edges. The  xi  and  xi+1 vertices of the Mk route correspond  
to the Ai, Ai+1 attributes. Each uij edge corresponds to the Ai attribute value, 
leaves out of xi and enters xi+1. The last edge in the route leaves the last vertex  
of the Sk list of vertices and enters the L vertex with the -list mark, which value 
corresponds to the number in the recognized class. States of the edges entering 
the Mk route are set by the Wk vector. 

Elaborated interpretation of the decision tree is represented as a pair  
of chromosomes (Нk, Wk) [8, 9]. The Hk = {hki | i = 1, 2, …, ni} chromosome  
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is an ordered set of hki genes with integer values corresponding to the Sk ordered 
list all attributes included in the Mk route in the decision tree from the root ver-
tex to the dangling vertex. 

The Wk = {gki | i = 1, 2, …, ni} chromosome is an ordered set of  gki genes 
with integer values corresponding to the states (attribute values) entering the Mk 
route. Each gki gene corresponds to the wki edge index (Ai attribute value) con-
necting vertices xi and xi +1 corresponding to genes hki, hki+1. The last route ver-
tex is connected by an edge with the additional L vertex. The L vertex is intended 
for storing the classification result. 

Example. To construct a classifier of rice variety, the P = {pk | k = 1, 2, …, nt} 
learning sample is set and presented in the Table. Each Ai feature has two values 

1,iZ  2.iZ  
Learning sample 

Let us consider the process of building a classification tree. Let the solution 
be set by the H1 = <x2, x4, x3, x1> chromosome, where xi corresponds to Ai  
and the W1 vector defining the states of edges connecting the vertices: w24 = 1, 
w43 = 1, w31 = 1, w1L = 1. A pair of chromosomes corresponds to the route  
М1 = x2, u24, x4, u43, x3, u31, x1, u1L, L. The route is supplemented with the L  
leaf. Here L is the class type determined after the tree is built (processing the  
М1 route). 

Decision tree is being formed sequentially. At each t step of constructing  
a tree in the М1 route, the next xi vertex and the uij outgoing edge are selected,  
for which the wij parameter value specifying the 1

iZ or 2
iZ  values of the Ai attrib-

ute are determined in the W1 vector. 

Features 

Number 
A1,  

humidity, %  
(not more) 

A2,  
black dockage, % 

(not more) 

A3,  
yellowed cores, % 

(not more) 

A4,  
unpeeled cores, % 

(not more) 
Variety 

p1 1
1Z  ≤ 10 1

2Z  ≤ 0.2 1
3Z  ≤ 2 1

4Z  are none 2 
p2 1

1Z  ≤ 10 1
2Z  ≤ 0.2 1

3Z  ≤ 2 2
4Z  ≤ 2 1 

p3 1
1Z  ≤ 10 1

2Z  ≤ 0.2 2
3Z  are none 2

4Z  ≤ 2 1 
p4 2

1Z  ≤ 18 1
2Z  ≤ 0.2 2

3Z  are none 2
4Z  ≤ 2 1 

p5 2
1Z  ≤ 18 2

2Z  ≤ 0.3 2
3Z are none 2

4Z  ≤ 2 2 
p6 2

1Z  ≤ 18 1
2Z  ≤ 0.2 2

3Z  are none 1
4Z  are none 1 

p7 1
1Z  ≤ 10 2

2Z  ≤ 0.3 1
3Z  ≤ 2 1

4Z  are none 2 
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In the first step, the A2 attribute is selected in М1. The set of P examples (see 
the Table) is divided into two subsets 1

2P  and 2
2P : 1

2P   P contains 1
2n  examples 

with the first 1
2Z  value of the A2 attribute, and 2

2P   P contains 2
2n  examples 

with the second 2
2Z  value of the A2 attribute: 1

2P   2
2P  = P. In our example:  

n = |P| = 7, 1
2n  = | 1

2P | = 5, 2
2n  = | 2

2P | = 2, 1
2P  = (p1, p2, p3, p4, p6), 2

2P  = (p5, p7).  
In 1

2 ,P  four examples correspond to the first variety, one to the second. 
Further, in accordance with M1, the 1

2Z  value is selected for A2, and for fur-
ther branching, 1

2P  is selected in accordance with the 1
4Z  and 2

4Z  values of the 
A4 attribute. Further, the 2

4Z  value is selected for A4 in accordance with M1,  
and so on. 

Fig. 1 shows a classifier that includes the M1 route with given states of the 
W1 edges. The  = ( 1 : 2) parameter fixes the ratio of the 1 examples number 
of the first variety to the π2 examples number of the second variety.  

Fig. 1. Rice variety classifier 



Binary Decision Tree Construction using the Hybrid Swarm Intelligence

ISSN 0236-3933. Вестник МГТУ им. Н.Э. Баумана. Сер. Приборостроение. 2021. № 2 59 

In our example (see Fig. 1), possible routes on the graph are as follows: 

 (М2 = x2, u2L, L. w2L = 0. L = 2);  

 (М3 = x2, u24, x4, u41, x1, u1L, L. w24 = 1, w41 = 0, w1L = 0. L = 1);  

 (М4 = x2, u24, x4, u41, x1, u13, x3, u3L, L. w24 = 1, w41 = 0, w13 = 1, w3L = 1. L = 2);  

 (М5 = x2, u24, x4, u41, x1, u13, x3, u3L, L. w24 = 1, w41 = 0, w13 = 1, w3L = 0. L = 1). 

The М2 route has the shortest length, while the М4 and М5 routes are having 
the maximum length. 

Fig. 2 provides the process of reconstructing a decision tree from the found 
solution interpretation set by the M1 and М1W1 pair. 

Procedures for forming positions and displacing particles in the decision 
search affine space. Current decision population is exposed to changes using 
genetic operators in the genetic algorithm at each iteration. When particles are 
displaced in the search space, a pair of chromosomes (Нk and Wk) is considered 
as a single object; however, mechanisms of these operators are different, inde-
pendent and correspond to the Нk and Wk chromosome structures. 

In a general case, the  single search space could be considered, where posi-
tion of each k particle is determined by a pair of chromosomes (Нk, Wk).  
This work applies an approach, where the k-th population solution corresponds 
to a pair of hk and wk particles being synchronously displaced respectively  
in the h and w search subspaces, h  w = . 

The number of axes in the h search subspace of the hk particle described 
by the Нk chromosome is equal to the number of genes in the Нk chromosome. 
The Hk (t) = < hki (t) | i = 1, 2, …, ni > chromosome corresponds to the ordered 
list of attributes Mk (t) = < mki (t) | i = 1, 2, …, ni >. Each i locus in the Hk (t) 

chromosome corresponds to an axis in the h search subspace. Each axis hosts ni 
reference points corresponding to the possible gene values. Note that each hki (t) 
value is plotted only on a single axis and only once. For example, the Hk (t) = < 1, 
5, 6, 4, 2, 3 >, ni = 6 chromosome is located in a subspace with 6 coordinate axes. 

At each t step, the hk particle exposed to attraction to the attractor moves 
from Нk (t) to Нk (t + 1) with the new mutual arrangement of genes. 

To assess the affine relationship (distance estimation) between two posi-
tions, an indicator is used, i.e., the 1kz (t) difference degree. The 1kz (t) differ-
ence degree between two chromosomes of the same length is the number of loci, 
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Fig. 2. Decision tree construction process 

and in each of them the hki (t)  Hk (t) and hzi (t)  Hz (t) genes do not coincide. 
Let 1kz (t) be the initial difference degree between positions Hk (t) and Hz (t).  
By modifying Hk (t), the hk particle is displaced to the new Hk (t + 1) position 
with a lower value of the difference degree: 1kz (t + 1) ≤ 1kz (t).  
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An increase in the affine relationship value between Hk (t) and Hz (t) is per-
formed by implementing selective pairwise rearrangements of genes between 
loci in the Hk (t) position. 

A set of L(t) = < li (t) | i = 1, 2, …, nl > is generated, where genes are located 
not coinciding with the genes located in the corresponding loci of the Hz (t) 
chromosome. 

With the 1 = /nl  probability, the li (t)  L (t) locus is selected in the Hk (t) 
chromosome, and the hki (t)  Hk (t) gene located in this li (t) locus is deter-
mined,  is the coefficient. 

Sequentially starting from the first, the set of L(t) = < li (t) | i = 1, 2, …, nl > 
loci in the Hz (t) chromosome is considered, and the lj (t)  L (t) locus is identi-
fied, where the hzj (t)  Hk (t) gene is located, such that hzj (t) = hki (t).  

Genes located in the li (t) and lj (t) loci of the Hk (t) chromosome are revers-
ing. From now on, genes with the same value δ1kz (t + 1) ≤ 1kz (t) are located in 
the li (t) locus of the Hk (t + 1) and Hz (t) chromosomes. The μ number of such 
paired permutations is a control parameter, and the μ < nl condition should be 
satisfied. 

An example of modifying the Hk (t) position, when performing displace-
ment. 

Let the Hk (t) and Hz (t) positions have the following form: 

 Hk (t) = {1, 3, 2, 4, 5, 6}, Hz (t) = {1, 4, 2, 3, 5, 6}. 

A set of L (t) = < 2, 4 > loci is formed in the Нk (t) chromosome, where genes 
are located not coinciding with the genes located in the corresponding loci of the 
Hz (t) chromosome, δ1kz (t) = 2. After rearranging genes in Нk (t) between the 
second and fourth loci, the following is obtained: 

 Нk (t + 1) = {1, 4, 2, 3, 5, 6} and 1kz (t + 1) = 0. 

Distance between Нk (t) and Hz (t) decreased, connection affinity between 
Нk (t) and Hz (t) increased. 

The number of axes of the w search subspace of the wk particle described 
by the Wk = {gki | i = 1, 2, …, ni} chromosome is the same, as in the h search 
subspace. The gki (t)  Wk gene value is an attribute value variant. If gki (t) = 1, 
then the first value of the corresponding attribute is selected, if gki (t) = 2, then  
the second value. Each gki (t)  Wk corresponds to its own axis, which scale  
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includes two reference points, i.e., xi1, xi2. If gki (t) = 1, then xi1 = 1. If gki = 2, then 
xi2 = 2.  

For example, position in the search space has the following form: W = {2, 2, 
1, 1, 2, 2}. 

The 2kz (t) difference degree between two chromosomes of the same length 
is the number of mismatched gene values in the same loci. Let 2kz (t) be the cal-
culated difference degree between the Wk (t) and Wz (t) positions. By modifying 
the Wk (t), the wk particle is displaced to a new Wk (t + 1) position with a lower 
value of the difference degree: kz (t + 1) ≤ kz (t).  

Gene values in each i locus of the new Wk (t + 1) position are determined  
as follows: 
 if gki (t) = gzi (t),  then gki (t + 1) = gki (t); 
 if gki (t) ≠ gzi (t), then gki (t + 1) = gzi with the  probability; 
  = 2kz (t)(t) / ni. 
Where  is the coefficient; ni is the number of genes in chromosomes. The high-
er is the 2kz (t) difference degree between Wk (t) and Wz (t), the higher is proba-
bility that the gzi (t) value would become the gki (t + 1) value. 

Example. Let Wz (t) = < 1, 2, 2, 1, 1, 2, 2, 2, 1, 1, 2 >;  

Wk (t) = < 2, 1, 2, 2, 1, 2, 1, 2, 2, 1, 2 >. 

Here |Wz (t)| = |Wk (t)| = 11. Gene values do not coincide in loci 1, 2, 4, 7, 9, 
kzk (t) = 5. Let genes 2, 4, and 7 mutate in the Wk (t) with a certain probability  
 =   5/11. The Wk (t + 1) modified position has the following form:  

Wk (t + 1) = < 2, 2, 2, 1, 1, 2, 2, 2, 2, 1, 2 >. The difference degree is 2kz (t + 1) = 
= 2. Connection affinity between Wk (t) and Wz (t) increased by the ASw =  
= k2 ( 2kz (t + 1) – 2kz (t)) value. 

Affine connection total value increased by the following value: 
AS = ASh + ASw = 

= k1 ( 1kz (t) (t + 1) – 1kz (t) (t)) + k2 (2 kz (t) (t + 1) –  2kz (t) (t)). 

Experimental research. The developed algorithm for constructing a qualifi-
cation model was implemented in the form of a GA-RCh DR program for con-
structing the decision tree. 

GA-RCh DR program testing was carried out on test cases with the known 
Kopt optimum [13, 16, 17]. Obtained solutions quality level was assessed by the  
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P = Kopt/K indicator, where K is the optimization criterion value used in the  
GA-RCh DR program. The number of iterations, where the algorithm reached 
the maximum quality level, was not exceeding 135 (Fig. 3). 

Fig. 3. Dependence of the GA-RCh DR algorithm quality level (P)  
on the number of iterations 

 
Comparison of the GA-RCh DR algorithm in terms of quality level with  

the genetic algorithm and the particle swarm algorithm demonstrated that with 
comparable time expenditure, the P indicator in GA-RCh DR algorithm  
was higher in average by 9–11 %. The average quality level achieved by the  
GA-RCh DR algorithm at 130 iterations differs from the maximum value  
by 0.15 %. Overall estimate of the time complexity lies in the О(n2) — О(n3) 
range, where n is the number of features. 

Conclusion. Solving the problem of constructing a classification model  
is presented in the form of a sequence of considered attributes and values there-
of included in the Mk route from the root vertex to the dangling vertex. Devel-
oped interpretation of the decision tree is presented as a pair of chromosomes 
(Sk, Wk). List of genes of the Sk chromosome corresponds to the list of all attrib-
utes included in the Mk route in the decision tree. Gene values of the Wk chro-
mosome correspond to the attribute values included in the Mk route. 

For hybridization, unification of data structures, search space and integrable 
algorithms modernization were performed. Hybrid algorithm operators use in-
teger-valued parameters and synthesize new integer parameter values. 

Modified hybrid metaheuristic of the search algorithm is proposed for con-
structing a classification model through recombination of swarm and genetic 
search algorithms. The first approach initially uses the genetic algorithm  
and then the particle swarm algorithm. 

The second approach implies the high-level nesting hybridization method 
based on combining genetic algorithm and particle swarm algorithm [10, 11]. 
Position alteration of a particle represented as a genotype leads to both paramet-
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ric and structural changes. Thus, the proposed modified system is capable  
of adapting based on parametric and structural changes. A method was elabo-
rated to account for the αi particle simultaneous attraction to several attractors, 
when displaced to a new position. 

The proposed approach to constructing a modified paradigm uses chromo-
somes with integer values of parameters in the indicated hybrid algorithm and 
operators allowing chromosomes to evolve according to the rules of particle 
swarm and genetic search. 

 Translated by K. Zykova 
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